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Abstract- In this paper, we propose a reversible data hidiggrithm for grayscale images. Specifically, our
algorithm is based on the histogram modificatioohteéque. In this a histogram is constructed frora th
differences between each pixel and its neighbdurshe process of data embedding, a modified hisiog
shifting scheme is used to embed a secret messtmthe pixels whose pixel difference is locatedhat peak
value within the histogram. Experimental result®wghthat our algorithm can achieve higher embedding
capacity and imperceptible distortion. Performarmmmparisons with other existing algorithms are also
provided to demonstrate the feasibility of our mregd algorithm in reversible data hiding.

Index Terms- : Information hiding, Histogram processing, Revalsidata hiding, Histogram modification,
Lossless data hiding, Neighbouring pixel differesice

1. INTRODUCTION modification is to utilize the peak and the minimum
(or zero) values within the histogram of an image t
Data hiding [1] (also called information hidinglags embed the secret message. This scheme can be
an important role in multimedia security. The maircertified easily by guaranteeing that the Peak &ign
purpose is to conceal messages in the originalumedi to-Noise Ratio (PSNR) value between the original
to protect intellectual property rights, to shaeeret image and the marked image be above 48.13 dB.
message, or for content authentication. NeverteelesHowever, limited data capacity is the leading peofl
the original medium will be permanently altered andgtemming from this method. As a result, many
cannot be completely reconstructed after the secredriations of traditional histogram modification
message is extracted if the recovering informatton schemes are now being proposed, including predictio
not provided. In some applications, such as medicatrors [10] and adjacent pixel difference [11,IPhe
imaging, remote sensing, and military imaging, anain goal of each method is still to increase the
slight distortion is not allowed. Therefore, revels number of the peak value within the histogram ef th
data hiding techniques have become an importaimput images.
research topic in recent years. In this paper, we propose a nhovel histogram
Most reversible data hiding algorithms [2—-12] usenodification scheme for lossless data hiding.
images as the input media because of their eaSpecifically, we calculate the differences between
accessibility. Images can be obtained from scanneksach processing pixel and its neighbours and tken u
digital cameras, or directly downloaded from thdhese differences to construct the histogram, whide
Internet. Depending on the embedding manner of treecret message is also embedded into the pixels
secret message, current reversible data hidingcated at the peak value based on a histogram
algorithms can be classified into three domainsshifting scheme. Experimental results and
spatial, frequency, and compression domain@erformance comparison demonstrate that our
Algorithms in the spatial domain embed a secrdechnique is feasible for reversible data hiding in
message by directly altering the pixel value. Hosvev grayscale images.
algorithms in the frequency domain first transfdira
input image into frequency coefficients. The secrej R ATED WORK
message is then embedded by coefficients
modifications. Algorithms in the compression domairl

; . this section, we will introduce Ni et al.’s hogfram
adopt the images represented by a series fﬂ iy

X . . odification algorithm. Up-to-date histogram-based
compressed code as their embedding media. The dg Gorithms are also provided, including the use of

embedding is accomplished by modifying the, o iction errors and adjacent pixel difference.
compressed code.

The histogram modification scheme proposed by Niet L _
al. [2] is a famous reversible data hiding techaigu 21 Histogram modification algorithm
the spatial domain. The main concept of histogram
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Ni et al. proposed a reversible data hiding altanit 5x;j-1 ifPT+2 5 <00

for grayscale images based on a histogram . e _om o

modification algorithm. For a given grayscale image-ij~ fl .fSrij-—Pl orfV+1 Y
they first count the frequency of each pixel vadunsl ,SI.-J.- (therwise

then generate a histogram. Thereafter two values, ) -
called the peak and the minimum, are obtainza et al. [11] proposed a novel data hiding method
%

according to the frequency of each value. The pe ased on adjacent pixel difference (APD) to inceeas

value PV has the maximum frequency; while th(?ne frequency of PV. Their proposed technique

minimum value MV has the minimum frequency. The aintains high image quality for histogram based

. lue MV b lled th | Z\;;llgorithms. The authors observed that a naturafjégma
minimum vaiue My can be called the zero value usually contains several smooth areas and thus ther
if its frequency is equal to zero. If the frequeraly

MV is not equal to zero, all positions of the pixel should be little difference between two adjacent
with the value MV must be recorded previouslyplxels' Consequently the APD algorithm first usled t

. X . inverse-s scan to determine the visiting orderefach
Without loss of generality, we assume PV is small g

el : .
than MV. In the next step, all pixels with valueélxel and then the difference between two contirsuou

- . pixels was calculated and used to construct the
between PV + 1 and MV - 1 are modified by Sh'mn.gﬁistogram. Thus, the frequency of PV can be raised

by a value of one toward MV. In other words, one i
added into the above pixels. Now, the frequency g
the value PV + 1 will be equal to zero and thisueal

will be used for data embedding later. In the dat

embedding process, each pixel in the original image order may be excellent for other images. Of course,

s<_:anned sequentially in the raster scan orderr_1¢f %come images may be too complex and have
pixel has a value equal to PV, its value will be

modified according to the secret message SM (Smdetermlnate best visiting orders.

) r increasing the hiding capacity, Zhao et al.][12
(1)), whereCx;; andSx;; are the values of the pixel gyp5ited a multilevel histogram modification (MHM)

x;; located at the i th row and the j th column in thygorithm based on the pixel difference. Their
original and the marked images respectively. If 8M proposed algorithm employs an embedding level EL
equal to 0, the marked pixel value is equal to thg indicate the embedding bin. Thus, the infornmatio
original value; while SM is equal to 1, the markechf peak and zero points is unnecessary in their
pixel value will be equal to PV+1. Thus, a markegroposed algorithm. First, the inverse-s order is
image with a secret message embedded is obtainggbpted to scan the image pixels for pixel diffeeen
after the embedding process. In the extractingg®®Cc generation. The pixel difference larger than EL is
each pixel is still visited using the same scanninghjfted rightward EL + 1 levels, whereas the pixel
order as the embedding order. If a pixel has thieeva gifference smaller than —EL is shifted leftward EL
PV + 1, one-bit secret message 1 is extracted;ewhilevels. The pixel difference in the range of [<HL]
one-hit secret message 0 is extracted if a pxetthe s then modified to the corresponding value level b
value PV. The original pixel value can be recoveregbye| based on the multilevel embedding strategy an
as the value PV for the above pixels (see (2)}he secret message. However, the pixel values utitho
However, for the pixels with a value between PV + Zgcret message embedded are modified at least EL

and MV, we can recover them by subtracting ongevels and cause serious distortion in the finatked
Finally, the original image can be derived aftejmages,

resetting the value of the pre-recorded positioM#s

if the frequency of MV is not equal to 0. From thes THE PROPOSED METHOD
above illustration, the embedding capacity for the

above method is determined by the number of g his section we describe the proposed histogram
pixels with the value PV. Of course, one can choosgqification algorithm for lossless data hiding.eTh
more than one pair of PV and MV to increase the sizyqorithm includes two procedures, data embedding

or number of the secret message. However, the I0y4y qata extraction. The flow chart of the proposed
embedding capacity is still the main disadvantageygorithm is illustrated in Fig. 1. The embedding

despite the fact that produced marked images hauG,cequre takes an original image and the secret

relatively high image quality with a PSNR value B0r \e5qaqe as input. This procedure produces a marked
than 48.13 dB. image, the secret key (the peak/minimum values) and

fficiently. However, the results of this algorithm
epend on the gradient of the input image. The
horizontal visiting order for each pixel may be
itable for some images; while the vertical wungjti

Cxi,j“ ifPV-HSCxi_jSMV—l other essential information for data extraction. In
§.= CxUJrSM ifofj=PV (1) comparison, the data extraction procedure takes a
g CxJ-- U‘th;rm‘se marked image, the secret key and residual infoonati

i as input and can recover the original image after
extracting the secret message correctly. In the
following sections, we will discuss our proposed
algorithm in detail.
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Fig. 1. The flow chart of proposed algorithm, including (@@ data embedding procedure and (b) the datactixin
procedure.

first column, each pixel in the input image is tasliin
the raster order (i.e., from left to right and tap
bottom). Now, we can start to calculate the pixel
difference for each visiting pixel For each visiin
pixel , we calculate the pixel difference with its
left and upper neighbouring pixels and

du respectively. The equation for calculating two pixe
differences is shown in (3), whe@z , C , and

C are the pixel values of the visiting pixel and
its two neighbours. and are the calculated
dL neighbouring pixel differences. Fig. 3 illustraté®

Fig. 2. The illustration for pixel difference calculation Spatial representation for the above three pixels.
for each visiting pixel.

3)

3.1 Thedata embedding procedure

{di = [:'.'?ﬂ S cxi'_._;l'—i

E.]
dy Coxy;—Cxyny

J

This section illustrates the data embedding proaedu ) ) )

in detail. This procedure starts by constructing thAfter two pixel differences for each pixel are
histogram for the input image. Thereafter, the daig@/culated, we start to construct the histogramoun
embedding process takes the secret mesSagas Proposed algorithm, the pixel can be embedded into
input and then embeds it into the pixels locatethat 1.5 bit while its two pixel differences are bothuay

peak value in the constructed histogram. to first peak value. _ _ _
One thing to be noted is that the pixels will beded
3.1.1 Histogram construction process for the histogram construction if their two pixels

differences and  have different signs, such as the

The histogram construction of our proposed algorith €ase in Figs. 3(a) and 3(b). Such pixels may lead t
is based on the difference between each visiteel pixeXtraction errors in the data extracting processirig

and its neighbours. Except for the first row and ththe data embedding process, other than no
modification,S  will be produced to either increase

%0 U9 @0 60 @@

Fig. 3. The pixels that are ignored during the histogramstiction process.
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or decrease at least one fr@n in the histogram- equal to PV, PV+1, or P\ in the data extraction
based algorithms. Both pixel differences,and , process, it is clear that this pixel must have the
are also either increased or decreased by onetfrem original pixel difference with the value PV. Theved,
original difference after data embedding. Suchisers can integrate previous algorithms to incrézese
modification makes one of two pixel differencescapacity efficiently for such pixels.

approach the peak value and may lead to errors finally, for the situation shown in Figs. 4(d) ah),
message extraction. For example in Fig. 3(c), tweimilar to previous algorithms, such pixels should
pixel differences for the pixel with the value 1a8& shift by a value of one toward the appropriate
equal to 2 and-1. If the peak value is located at thedirection in order not to be confused with the fsxe
value 0, this pixel cannot be used for data embregldi having theSM embedded. Therefore, the pixel value
and should shift away from the peak value. Thus, wef in Fig. 4(d) should add one to make the pixel
may subtract or add one from the original pixelueal difference larger; while the pixel value of in Fig.
and the pixel difference should be modified (segsFi 4(e) should subtract one from the original pixeliea
3(d) and 3(e)). However, this action will causesthito make the pixel difference smaller.

pixel to be regarded as a pixel with a secret ngessa

embedded. In order to avoid the above situation, w&1.3 The data extraction procedure

ignore such pixels during the histogram construrctio

process and use the abbreviat&Pto represent the The first step for data extraction is to recalcailtite

above set of pixels. pixel difference between each pixel and its
_ neighbours. The same method used in the data
3.1.2 Data embedding process embedding process is performed. Because the

calculation of the pixel difference is based on the
In the embedding process, similar to previousriginal pixel values of neighbouring pixels, we shu
algorithms, we also embed the secret messagehieto tecover each pixel value right away after deriving
pixels whose pixel difference is located at thekpeasecret message. Thus, the post-processed pixels can
value in the histogram. All possibilities of thexgi  derive the original pixel values of the neighbogrin
difference for each pixel are shown in Fig. 4, veherpixels to calculate its pixel difference. Now, wen
PV is the value of the peak value in the histogram. use the raster scan order to visit each pixelaekthe
our proposed algorithm, only the pixels in situaio secret message and then recover the original image.
represented in Figs. 4(a) to 4(c) can be used dta d Note that as in the embedding process, the pixel is
embedding because at least one of their two pix@jnored during data extraction if two pixel diffeces
differences is equal to PV. The same reason aseabate with different signs.
in Fig. 3, the situations in Figs. 4(f) and 4(g¢ @lso For each visiting pixel, we recalculate its two glix
ignored in the data embedding process in order Hifferences. Thereafter, we can extract the secret
avoid extraction errors. message based on the pixel difference. When one of
Due to the characteristic of our proposed algorjthnits two pixel differences is equal to the value P,
there are two different shifting directions for theak + 1, or PV - 1, this pixel must have the secret
value according to different situations. For exaepl message embedded.
for t.he situation in Fig. 4(a), no modification ocs if. The only thing we must do is to recover the origina
SMis equal to 0; otherwise we ‘add’ one to the pixepixe| value. If both pixel differences are largean
value whenSM is equal to 1. Therefore, the datapy + 1, the original pixel value can be recovergd b
embedded pixel difference for this pixel in theaat gyptracting one from the marked pixel value; while
extraction process should be equal to PV or PV + the pixel value can be recovered by adding onbeo t

because the other pixel difference must be laty@n t marked pixel value when both pixel differences are
PV or PV + 1. On the contrary, for the situation ingailer than PV

Fig. 4(b), ifSMis equal to 0, we still take no action on

the pixel; otherwise we ‘subtract’ one from the gix 4. EXPERIMENTAL RESULTS
value whenSM is equal to 1. The data-embedded”

pixel difference for this pixel in the data extiaet Tnis section presents the experimental results
process should be equal to PV or-?\because the gptained from ten standard grayscale images of612
other pixel difference must be smaller than PV ¥r Pg1o pixels, including, ‘Lena’, ‘Jetplane’, ‘Peppers
-1 ‘Cameraman’, 'lake’, ‘Tiffany’ 'Woman’,
Consequently, for the situation in Fig. 4(c), thieeb *Walkbridge’, 'Pirate’ and 'Mandrill’. All algoritims

can have three different statuses used for dafgere implemented in Matlab on a personal computer.
embedding, including no modification, add one orhe embedded secret message is/h it string
subtract one from the original pixel value. Afterrandomly generated. The distortion between the
modification, both pixel differences become PV, PV griginal images and the marked images is measured
1, and PV~ 1. These modifications do not result in arby Peak Signal-to-Noise Ratio (PSNR) which is
extraction error. When both the pixel differences a defined in (11). MSE is the mean squared error used
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to represent the difference between the originalgen over 48.13 dB. For NPD2, when the pixel difference
C and the marked imagg with the sizeM xN. of a pixel is equal to the second peak value, the
and are the pixels located at th8 row and thejth maximum distortion for such a pixel may be equal to
column in the original and marked respectively (seé, as compared to the original pixel value. This is
(12)). The experimental results show there is morer because the pixel has been shifted once when
in the extracted secret message and the origirejém €mbedding the secret message into the first peak

can be recovered from the marked image completelyvalue. Therefore, the lower bound of the PSNR for
NPD2 value will be 42.11 dB. However, from the

PSNR = 10log [EESEEMSE] experimental results in Table 1, the PSNR value for
10 NPD1 and NPD2 in each test image is much higher
than the lower bound. One reason for this

1 . phenomenon is that a secret message can haveea valu
MSE = N Z (CE-J - 5:‘,;') - 0 such that the pixel value is not necessarily fidli
=0 j=0 The other reason is that the value of the pixelthén

setSNPis also never modified.

Table 1 shows the results of the embedding capacity
and the visual distortion for ten input images. NPD ™
indicates one peak value is used in our proposed
algorithm; Whi|§ NPD2 uses two peak valu%s.pThén this paper, a reversible data hiding algorithmsed

first peak value of each histogram constructed froff? neighbouring pixel difference is presented.
the neighbouring pixel differences for each inpufompared to ftraditional —histogram modification
image is located at the value 0; while the secarakp techniques, our _techmq_ue constructs the _hlstogram
value is not the same but is limited to values afr1 P@sed on the neighbouring pixel difference instefad
~1. Note that only the first peak value can have tw4Sing the pixel value directly. The proposed method
different shifting directions where the second peak €@n achieve higher data capacity and better image

only shifted away from the first peak value. qualit.y for marked images.than the existing up-abed
algorithms [10-12]. Experimental results demonstrat

. . that our technique is feasible for reversible ddiing
Laeb\lfi}s&élL?Storr?isol;:t?ofge;h% el:??nigdglsg capacity arl?sing images. However, there are still some further
P ges. improvements that can be made to our proposed

CONCLUSION AND FUTURE WORK

technique. With respect to the embedding capacity,
the pixels in the cover about 30 percent of thaltot

number of pixels for each test image. Although ¢hes
pixels do not influence the decrease of the PSNR
value because there is no modification, we could do

Image NPD1 NPD1 NPD2 | NPD
Name Image PSNR Image | 2
Capacity Capacit| PSN
(Bits) y(Bits) | R

Lena 42199 50.60 57692 47.33 ,qgitional processing on these pixels, such as

Jetplane | 15857 50.34 22191 47.08

integrating the prediction method. Extending our

Pepper | 49013 50.29 67773  47. El technique to colour images rather than just emphpyi
Camera | 30393 49.91 40913| 46.66 our method three times for three individual RGB
man colour channels is also an interesting problem that

Lake 61490 50.56 83690 47.97 deserves investigation_

Tiffany | 35345 50.46 51576| 46.9

7
¢)
Woman | 52547 50.24 73555 47.00
Walkbri | 42280 50.03 60468 | 46.73
dge

REFERENCES

Pirate 59503 50.20 82842 4712 [1]. F.A.P. Petitcolas, R.J. Anderson, M.G. Kuhn,

Mendril | 52533 5026 74619 47.1B Information hiding—A survey, Proc.lEEE 87

(1999) 1062—1078.

o ) ) [2]. Z. Ni, Y.Q. Shi, N. Ansari, W. Su, Reversible
From Table 1, it is obvious that the data capaftity data hiding, IEEE Trans. Circuits Syst. Video
NPD1 can achieve 44 168 bits on average with the Technol. 16 (2006) 354— 362.

PSNR value around 50 dB. For NPD2, the datg) wm.u. Celik, G. Sharma, A.M. Tekalp, E. Saber,

capacity can achieve 61 885 bits on average weh th * | 5sgless generalized-LSB data embedding,| EEE
PSNR value around 47 dB. As mentioned above, the Tygns. Image Process. 14 (2005) 253—266.

lower bound of PSNR values for histogram-basegy; m.u. Celik, G. Sharma, A.M. Tekalp, Lossless

algorithms should be 48.13 dB because the maximum watermarking for image authentication: A new

MSE between the original image and the marked framework and an implementation, IEEE Trans.

image is equal to 1. For NPD1, each pixel has the Image Process. 15 (2006) 1042—1049.
largest shift with the value 1. Therefore, the PSNR

value of each test image under the situation NPD1 i

95



International Journal of Research in Advent Tecbggl Vol.2, No.10, October 2014
E-ISSN: 2321-9637

[5]. D. Coltuc, J.M. Chassery, Very fast
watermarking by reversible contrast mapping,
IEEE Signal Process. Lett. 15 (2001) 255-258.

[6]. J. Fridrich, M. Goljan, R. Du, Invertible
authentication, in: Proceedings of SPIE, Security
and Watermarking of Multimedia Contents, 2001,
pp. 197-208.

[7]. 3. Fridrich, M. Goljan, R. Du, Lossless data
embedding—New paradigm in digital
watermarking, EURASIP J. Appl. Signal Process.
2 (2002) 185-196.

[8]. S. Lee, C.D. Yoo, T. Kalker, Reversible image
watermarking based on integer-tointeger wavelet
transform, IEEE Trans. Inf. Forensics Secur. 2
(2007) 321-330.

[9]. J. Tian, Reversible data embedding using a
difference expansion, IEEE Trans. Circuits Syst.
Video Technol. 13 (2003) 890-896.

[10]. W. Hong, T.S. Chen, C.W. Chiu, Reversible
data hiding for high quality images using
modification of prediction errors, J. Syst. Softw.
82 (2009) 1833-1842.

[11].Y.C. Li, C.M. Yeh, C.C. Chang, Data hiding
based on the similarity between neighboring
pixels with reversibility, Digit. Signal Proces9 2
(2010) 1116-1128.

[12]. Z. Zhao, H. Luo, Z.M. Lu, J.S. Pan, Reversible
data hiding based on multilevel histogram
modification and sequential recovery, Int. J.
Electron. Commun. 65 (2011) 814-826.

[13]. M. Weinberger, M.G. Seroussi, G. Sapiro, The
LOCO-I lossless image compression algorithm:
Principles and standardization into JPEG-LS,
IEEE Trans. Image Process. 9 (2000) 1309-1324.

96



